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LESSON 7 —

GRAPH THEORY

A linea, graph (or simply a graph) G '-'=_(V.,E) cosists of a
Set DfOGj_ects e

V= {Vla'\-’z,l:'_.} called vertices, and another set

5= {g_l_sﬁﬁz.;.-k.-.,}__,j_whose elements are called edges, such that
~9CN edge e, is identified with an unordered pair (vi.vj) of
Vertices. |

S S v

The Vert.ices vi, vj associated with edge ek are cailed the
end verticeg of ek.

An edge having the _Ssame vertex as.both its end

S

Vertices jg called a self:loop. The above fi gure is a self loop.

———— 5

Iso_more than one edge-associated with a _given pair of

vertices. Such edges are referred to as parallel edges.
 para’ S

. A graph that has neither sc;lf—!_og_g_g,‘ nor parailel
edges is called a simple graph.. =~

- ' s

It ithu"ld be noted that , in drawing a graph, it is immaterial
Whether the lines are drawn straight or curved, long or

shm_'t: what is importarit is the incidence between the edges
and Vertices, '

Fig (1) Same graph drawn differently.

LI
Q 143

i ey



Tome

TYTITIT WG

Y ch

A gn-'aph is also called an, al-comple, -
' vertex is also-referced t

or a one-dimensional complex. /% r an O-simpl |
as a node, a_junction, a poinl, p-cel N © 1 lp ex. Othe
terms used for an edge are 2 brancli, a line. an element, a 1 -
cell, an arc and a 1-simplex.

A-'graph with- WI_‘QE-EE_%%S as well a;
finite number of edges 15 called W’ otherwise; i .

IS an injinite graph--

Applications of Graphs:

ry wide range of application:

h theory has-a V€ iologi
Graph ry Sial, and biological sciences

in engineering, N physical, S0
1N ﬁnguistics, and in nu_mero].ls other’,al'eaS. A gl'aph Can_b{.

used-to represent almost any Rh}'?'cal 'S’ttt‘l:‘:;‘_”} involving
discrete-objects and a relationshlp' among tneiil. ;

!ncidf.‘.n'ce and Degree T
' ' 2 5f some edge
When a vartex Vi 1S an et_ld verte:;;l) e ?rdg.. &j; v
and e are said to be incidenl with to each other. -1 Wo nop.
| ineic fiacentif they are incid
paralle] edges are said to.be adjacel- T e ent on
a common vertex. Two vertices 3¢ Sdz_”e. 0.be-adjacent il
they are the end vertices of the same €dg® .

jdenton a vertex vi, with

The number of edges inc |
self-loops counted twice, is cmdegrce, d(vi) of the.
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veriex vi. The degres of a vertex is somerimes also 1ciciie.
o a3 its valency. =

-
('\‘ l; \\

oA %'.iLet. G be:a graph with e edges and nveErtioes
© VI,V2,...v,. Since each edge contributes two degrees, 1.
sum of the degrees of all vertices in G is twice the nuni .
of edges in G. That is,
s B s TR
2.d(vi) = 2¢ -—--(1;
1=1 -

]

Theorem.: The number of vertices of odd degree in o
graph i1s always even.

Proof:

If we consider the vertices with odd and ewven
degrees separately, the quantity in the left side of Eq(l) can
be expressed as the sum of twio sums, each taker over
vertices of even and odd degrees, respectively as foliow s-

n .
2 dvi) = T d(v) + T d(vy) i)
1=1 even odd

. Since-the left-hand side in Eq (2) is even, and ihe
first expression on the right-hand side is even(being a sum
of even numbers), the second €xpression must also be e on-

2. d(vk) = anever. number st
odd "

Because in Eq(3) each d(v,) is odd, the total number of
terms in the sum must be even to m

ake the sum an <ven
number. Hence the theorem.
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Hecular eraph:

. 1 which all vertices dre .
uraph ! —— QEF_QHQJ_, degree iz, -

called a reouhr oraph. o :

Isolated vertex, Pf’"dant vertex, and il graph

e 12 No mmdent d
A vc:ltC‘vc havil edge :;
i o, iy 10

isolated veriex.

" e. A verte .
vetfices Wlth. zehe- tfb"”e d vert X of-dg gree Oone is ca]]cc
or an end vertex. "TWQ adjacem edoes -~

a pendant veriex
penc if thclr common Vertex is o r.
of degree two.

said to be in series !
e o,

Fig:2 Graph Comammgrsolated Vertlces Serle&edgcs and a

pendant vertex.

N .7 in the above examp] .
Vizlices 3 and ¥ 7 Pl are ca)leq isolated
vertices.

Vertex vBis cal
Two edges mc:dﬁ'n

led pendant vertex.
t on vl are in series.
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Null graph:- A graph'without any edges is called a null

graph! In other words, every vertex in 4 null graph is an

" isolated vertex.

l‘\-

f

Isomorphismz~ Two graphs G and G’ are said to be
isomorphic if there is a One-t'oﬁonf:_rcig,_m@s.p,o ndence between
their vertices and between their edges such that the
incidence relationship is preserved.
Fig 3:- Isomotphit. graphs

llb = - —-1, P & L
. el vy
. o
_«—‘-"dd-’—

1 -'w; / e

3. d vl 85

v2

b
By the definition of isomorphism that two isomorphic
graphs must have o
= "F‘} 2 Vs L

-

1. the same number of vertices: -

2. "the same number of edges.
3. an equal number of vertices with a given degree.

T

w2
o
1

Subgraphs:-A graph g is said to be a subgraph of a grap‘h G

| if all the vertices and all the edges of g are in G, and each

edge of g has the same end vertices in g as in G. A

subgraph can be thought of as being contained in another
graph. The following observations can be made :

1) Every graph is its own subgraph.
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A subgraph of a subgrapi of G is a.

subgraph of G

3) A single vertex-in#graph G is a*subgraph
of G |

4) A single edgein '_G-,__togcthérWi'th itsend

~ vertices, is also a subgraph ¢f G :

=J

EdgeIDisjoint,Subgrap'hs: ‘Two.-(or {n_gl‘_&').graphs g1.anc
g, of a graph-G are said to-bef edge disjoint-if g, and g, d¢
not have any edges in common. Subgraphs that do no

- aven have vertices in commion are said-to be vertex disjoint.

Walks, Paths and Circuits

" A walk is defined as a finite altemmating ‘sequence of

vertices and edges, beginning and end.ing with vertices,
such that each edge is incident with vertices preceding and
following it. No edge appears more than once in a ‘walk. A
vertex however:may appear more than once.

Fig 4:- A walk and a path

g vl V1
c . _—the —75 B
3 3 fb .

d L /
v4 h = v V5

A walk is also referred to as an’edge train or-a chain,
‘ertices with which @ walk begins and end called it
Vertices with which a wa g ends are called its

terminal vertiges. - It is possible fora walk-to b&‘wf-%:ﬂ
EI.,Lh.ﬁé_%mﬁ vertex. Such a _\f_a:!k is called a do‘g.e. Twalk. A

“walk that 15 not closed is called an open walk™

e R .
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(i_,gm open walk in which no vertex appears niote thiag
once is called a path.’ The niumber of edges i a path

called the lengti of a paté.j

, The terminal vertices of a path are of degree one,
. nd the rest of the vertices are of dzgree two. The degree is
counted only with respect to-the edges included in the path
and not the entire graph in which the path may be

contained.

['A closed walk in which no vertex appears more han

once is called 'ag';cuﬂ,.)That_ is, @ circuit 1s a clsosed, nen-
intersecting walk. A circuit is also called- a cycle.

elementary cycle, circular path, and polygon.

Vertices vl and v5 are the terminal vertices of orf the ' itik
in the fig 4 '
V1 av2 bv3 d v4 is a path in the ab>yve tfigure.

rigure 5:- Walks, paths and circuits as
subgraphs
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Subgraph cof G
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Connected Graphs, Disconnécted Graphs and Components
A graph is connected if we can réach any verte;
from any other vertex by traveling along the edges. Mor:
formally: 2
A Graph G is saidto be-connected if there is atleas
one path between every pair of vertices in G. Otherwise, C
'S disconnected. A null graph of more than one:vertex is
disconnected. Each of these connected subgraphs is calle

a component. S
Fig 6:- A disconnected graph e
e N




The above fi 0(6) consist; of two compopents Anether way
of Iookmg at the component is as follows: Consider a
vertex. v; in- a disconnected graph G. By definition, not ail |
vertices of G are joined by paths to v;. Vertex vi and all the
vertices of G that have paths to v;, together with all the
edges. incident on them form a component. Obviously, a

component itself is a graph.

Theorem :- A graph .G is disconnected if and-only if its
vertex set V can be partitioned into two nonempty, disjoint
" subsets V, and V, such that there exists no edge in G whose
“one end vertex is in subset V) and the other in subset V.

Proof:
~ Suppose that such a partitioning exists. Consider
two artitrary vertices a and b of G, suchthatae V, and b ¢ .
V2. No path can exist betweem vertices a and b; Otherwise,
there would be atleast,one edge whose one eud vertex
would be in V, and the other in V,. Hence, if a partition
exists, G is not connected. '

Converse]y, let G be a disconnect graph. Consider a
vertex a in G. Let V) be the set of all vertices that are jeined
by paths to a. Since G is, disconnected, V; does not include _
-all vertices of G. The remaining: vertices will form a set Vo.
No vertex in V, is joined to any in V, by and’ edge. Hence

the partition. X

-

Theorem
If a graph (connected or disconnected) has exactly

two vertices of odd dcgrec there-must be a path joining
these two vertices.

Proof
Let G be a graph with all even verlicest except

vertices Vy and Vs, whlch are odd. Therefore for every
151 '
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component of a disconnected graﬁh, no graph .can have ar
odd number of odd vertices. Therefore, in graph G, Vian
V, .must belong to the same component, and hence mus
have a path between them.’ o B :

Theorem ) .
- A simple graph with n vertices.and 'k component:
can have at most (n-k) (n-k+1)/2 edges.

Proof:

Lét the number of vc_rticés in each of the }
components of a graph G benj N3« ng. Thus we have

n; + nz +..... 2 nx=n,
- m= 1.

k ' :
> n’ <o’ - (k-1)2n - k)
=1
Now the maximum number of edges in the ith componenl!
of G is (1/2) ni(n;-1). Therefore the maximum number ol
~ edgesin G is '

k - k |
I Ym-Dm=_1(3n’) - _n
2 1=1 " 2 1=l _ 2_
< 1 m2-(k-1)(2n-k)]-n_,.
2 ' 2

- =(1/2)(n-k) (n-k+1).

Konigsberg Bridge Problem: "The konigsberg bridge
problem is perhaps the best-known example in graph theory

g 4
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Tt was a.long-standing probjem until solved by Leonnarc
' Euler*(1707-1783) in 1736, by means ¢f a graph. Euler
. wrote the first paper ever in graph theery' and thus became
, the originator of the theory of graphs.

" Two islands, C and D, formed by the Pregel River
in Konigsberg were connectéd to each other and to the
banks A and B with seven bridges. The problem was to

"7 _start at any of the four land afeas of the sity, A,B, C or D

‘walk over each of the seven bridges exactly once and retumn
" .to the starting point

Fig 7: Kongisberg bridge problem

Euler represented this situation by means of a graph as
‘shown in the following figure, '
Fig 8. ‘
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<oowsi- 1 g :
e °Me closed walk in 1 gragh contains al

and he Sraph an Eyler graph. And , an euler graph.1
always connected, | ¥ , -

Theorem :-

A given Cénnécted - ; : ' h if amnx
_ i 3 is .grapn 1
only if all vertices of G arei‘?g‘t‘e:c;:;;efiglcr grap
 Proof:- | :
_ Suppose that G j; .y Euler -graph. It therefort.
contains an Euler line (which is a closed walk). In tracing
this walk we obsew? that every fime the walk meets-
vertex v 1t goes through two “new edges-incident on V -
with one We = enleted” v ang with other “exited”. This it
true not O}? ly of all intermegiate vertices ‘of the walk bu!
2180 Og.,tts ‘erminal: vertey . pecause we ‘“exited” anc
cnl:fre . f:. S?’;’“’T‘:ﬂex at. the beginning and end of the
walk, respecuvely. Thus jf g ; i ' degree
of every vertex is even, G is an Edler graph, .tha 5

. To prove the Sufficiency of the condition, assume
that all vertices of G are of ¢yen degree. Now we construct. .
a walk starting at an-arbitrary vertex v and going through
the edges of G such that edge is traced more than once.
We continue fracing as far 4o possible. Since every vertex is |
of even degree, We can exjt from every vertex we enter; the
tracing cannot stop at any vertex but v. And since v is also
of even degree, we shaj evéntually reach v when’ the
tracing cOMES 10 an end. If this closed walk h we just traced
includes all the edges of G, G i5 an Euler graph. If not, we
remnove from G all the edges in h 4nd obtain a subgraph h’
of G formed by the remainjng edges. Since both-G and h |
have all thea,r vertices of eyen degree, the degree: of the
vertices of h’ are also even, Moreover, h* must touch h at .
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least at one vartex a, because G is connFcled Starting drco
a, we tan again construct a new walk i graph h’. Since ail
“the vertices of h’ are of even degree, this walk in h” must
* terminite at vertex a; but this walk in h’ can be combined
with h to form a new walk; which starts and ends at vertex
v and has more t-dges than h. Thls process can be repeated
until e obtain a closed walk that'traverses al! the edges of
G. Thus G is an Euler g:raph

Unicursal Grédph :-

A open walk that. includes all edges of a .graph
‘without retracing any edge is a unicursal line or an cpen
Euter-line. A connected that has a unicursal line will be
called a unicdrsal graph.

C ' .
Fig 9: Unicursal graph ‘ d-

Theorem :-

In a connected graph G 'with exactly 2k odd
vertices, there exist k edge-disjoint subgraphs such that
they "together contain all- edges of G and that each 1is

unicursal graph.
Proof :-

Let the odd vertices of the given graph G be named
vl,v2..., vk; wl,w2,....wk in any arbitrary order.
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Add kK édges 1o

2.w2) G, between the vertex pairs (vl,w 17
(V W), .. _-.-.(Vk‘ Wk) lo fom‘ a new gl'aph. G’.

Since eve

: Iy vertex of G is of even degree, G
consists of an Ey C

_ €r line p. Now if we remoye from p the |
edg'cs We just added’ 5 will. be-splif into k walks, each o
witicl is 2 unicurgy) line. The firsi removal will I€ave :
?]“gle tmcursal Jipe! The second removal will split . tha
into two unicursy| | successive removal wil

split a. unicursy] line Into two.unicursal lines, until there ar

k of them. Thus the theorem. - '

Cut set:-

| In a Conhepted graph G, a cut-set is a set of edge:
whose removal From G Jeaves G disconnected, jprovidec
removal of ng prope; subset of these edges disconnects G
Sometimes a cyt-

S€t is also called.a cocycle.. A cut-se

S @ minimal set of edges in a connectec

graph Whose removal reqyces the rank of the graph by one.

Edge connectivity:
Each cut-

. S€t of a-connect graph G consists of z
certain number of edges. The number of edges in the
smallest cut-set is defined as the edge connectivity of G.
Equivalently, lhe' edge comegtiv;ty of a connected graph
can be defined as the minimum number of” edges whose

removal reduces the rank of the graph by one.

verlex connectivity.. e yertex connectivity of a
connected graph G jg defined as the minimum number of

vertices whose removg]. from G leaves the rcma_ining_graph
disconnected. |



- -

2 et e e St e s e o

separable if its vertex €O ectivity 1s one.

3

A connected zraph 1s said to bc

Separable Graph: All othe:

connected graphs are nonseparable.

‘Theorem: The edge connectivity of a graph G cannot excccfi

the degree of the vertex with the smailest degree in G

Proof: '
et vertex v; be the vertex with the smallest degree

in G. Let d(vi) be the degree of v, Vertex v, can be
separated’ from G by removing the d(vi) edges incident ¢n.
vertex v;. Hence the theorem

Incident IViatrix: -

Let G be a graph with n vertices, e edges, and a0
self-loops. Define an n by e matrix A = [a;], whose n rows
correspond ' to the n vertices and the e column correspond

to the edges, as follows:

-The matrix element o
. aij =1 , if the jth-edge €; is'incident on ith vertex v,, and

=0, otherwise
Such a matrix A is called the vertex-sdge incidence matnix,

or simply incidence matrix. Matrix A for a graph G 1s
sometimes also written as A(G). .

Fig:- Graph and its incidence matrix

V3. h -y
v2




w(o o o9 1 0 1 O 0\
v2 |0 o o0 .0 1 PR
wlo o -0 0 0 0 01

va 1 1 io 1t 0 0 0 0

v |0 0 T a0 o 1 0 |-
v’ k1 1 0 o .0 o 0 : 0;/' '

The incidence matrix contains only two elements 0 and 1.1
is also -called a binary mattix or a (0-1) matrix. Th
following observations about the “incidence matrix A ¢ar
readily be made: N

1. Since every edge is incident on exactly two vertices,
each column of A has exactly two 17s.

2. The number of 1’s in each row equals the degree of
the corresponding vertex.. .

3. a row with all 0's, therefore, represents an isolated
vertex. -

4. Parallel edges in a graph produce identical columps
in its incidence matrXx i3

5. If'a grezph”G“is“{lisjéopneqtecl: and consists of twc
components g and g, t.h¢_11HC1deng.e matrix A(G) of
graph G can be written.in 2 block diagonal form a5

. | -
a= [am| 9 |
S Do A

— . 158




g Wl\few_ A(g;)' and A(g;) are the inci;dence matrices oOf
‘components g, and g».

6. Permutation of amy two rows ‘or columns in ax
" incidence matrix simply corresponds to relabelling
the vertices and edges of the same graph.

Rank of the Incidence Matrix; Each row in.an incidence

" matrix A(G) may be regarded as.a vector over GF(2) in the
vector space of graph G. Let the vector in the first row be
called A,; in the second row A,, and so on..Thus

. f'A,. -
A;

A(G) =

An

Since there dre exactly two I’s in-every column of
A, the sum of all these vectors is 0. Thus vectors
Ay,Aa,.....,A, are not linearly 'independent. Therefore, the

rank of A is less than n; thatis, rank A<n-— }.

Now consider the sium of any m of these n vectors
(m <'n — 1). If the graph is*connected, A(G) cannot be
partitioned, such that A(g:) is with m rows and A(g,) with
n-m rows. In other words, no m by m submatrix of A(G)
can be found, for m < n — 1, such that the modulo 2 sum of

- those m rows is equal to zero..

Since there are only two constants 0 and 1 in this
field, the additions of all vectors tdken m at time

159
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| 21~ 1 exhavsts all possible lincar combinations ¢ -
i - 1 row vector, Thus we have just shown thar no linea
combination of m row vecaots of -A can be equal to zere °
Therefore |, the rank of A(G)_mus} be atleastn — ]

Parh Matrix -

»

Anothec (0, 1) matrix o.ften convement to use i
communication and transportation networks g ihe patl
niatrix. A path matrix is defined for a specific pair o
‘vertices in a graph, say (%, y) and it is written a5 p (x, v)
The rows in P(x, y) corespond to different pathg betﬁ;e el'
vertices % and y, and the columns correspond tp the edpe:
in . ‘That is, the path matnx for (x, y) vertices js P(x; jj

[pi,), where

p; = 1, if jth edge lies m ith path, and

-

= 0, otherwise.

Sorae of the vbservalions one can maye 4 once
about = path matrix P(x, ¥) of a Graph G are |

1. A column of all 0’s corresponds tc_; an. edee t)
v L3 . ; . i [ ¢ '_;::.t _?;. .-!,.
does not lie 1n any path between X and o g% that
' oot

A columu of all 1's corresnonds to ap
~lies in every path between x angd y.

b9

¢dpe that

3. There is no vow with all {’g.

4. The ring sum of any |wg FOWs
corresponds 10 a circnii o i
union of circuits, .

in Fx, g
cdia;&di sjoint

i

+ Ko ot L i



Ring Suwy of two graphs Gy and Gig 13 & giapi i Mide, e
the vertex set ¥y U'Va und of edges thal are Cioteia e o
G,. but not in both.

~Adjacency Matrix -

_ The adjacency matrix of a graph G With i) Leteyse
“and no parulle] edges is an n by n symmcu i birry s
X = [x,;] defined over the ring of the integers such i

5= 1, if thece'is an cdgc between ith and jth vecrtices i
= (), if there is no edg: betiveen e,

Fip: Simple graph and its adjacedcy matri
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